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 This study aims to identify iris flower species and detect outlier data using the 

Density-Based Spatial Clustering of Applications with Noise (DBSCAN) 

grouping method on the Google Colab platform. The data used were iris 

datasets from the UCI Machine Learning Repository, which consisted of three 

species: Setosa, Versicolor, and Virginica, with attributes such as sepal length 

and width and petals. In this study, the DBSCAN process includes the pre-

processing stage of data, parameter determination, model building, and 

visualization of clustering results. DBSCAN was chosen because it is able to 

detect outliers and does not require a predetermined number of clusters, 

making it effective for irregular data. The results showed that DBSCAN 

managed to group the data into three main clusters, with clear identification 

of outliers. Cluster 0 includes all Setosa data, while cluster 1 consists of 

Versicolor and Virginica data. The -1 cluster, which contains data that is 

considered an outlier, suggests that some specimens have unusual 

characteristics. In conclusion, the DBSCAN method is effective in grouping 

iris flower data based on density and detecting different data points. 
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INTRODUCTION 

Advances in technology and science have facilitated the development of data analysis, making it 

increasingly important in various fields. Recent research considers data mining by using a variety of methods 

to find patterns and structures in data, such as clustering and predictive techniques based on specific parameters. 

In this context, data clustering plays an important role in the identification of flower species, thus allowing us 

to understand morphological variations and relationships between species. The beauty and uniqueness of 

flowers such as their color, aroma, and shape attract the attention of many people. However, due to the many 

variations, it can be difficult to recognize the name of the flower at first glance. One of the most prominent 

datasets in the study is the iris flower dataset from the UCI Machine Learning Repository.It includes three 

species: Setosa, Versicolor and Virginica, and attributes such as petal length and width. By applying clustering 

techniques to this dataset, we can more easily identify flower types and improve our understanding of the 

diversity of the plant kingdom.   [1]    [2]  

Clustering is the process of grouping objects based on their similarity to each specific array partition. 

The purpose of cluster analysis is to group objects or individuals into groups based on their characteristics. 

This means that each group has internal similarities but is different from other groups. This analysis process 
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includes data standardization, object similarity measurement, and clustering method selection. Clustering is an 

important technique in data mining that helps uncover hidden patterns and structures in the data. An example 

of its application is the classification of flower types. This helps scientists distinguish and understand the 

similarities between species based on their characteristics. The main challenge in this process is the presence 

of noise or data that does not match the general pattern, which can reduce the accuracy of group decision-

making.   [3]  

Density-Based Spatial Clustering of Applications with Noise (DBSCAN) is a clustering technique that 

focuses on data density, called epsilon (ε), which is the smallest amount of data present within a given radius. 

This method collects data based on two main parameters: epsilon and minpts, which determine the number of 

clusters formed. The advantages of DBSCAN are that it can identify noisy data, identify parts of the cluster, 

and detect irrelevant data. Unlike other algorithms such as K-means, DBSCAN does not require a 

predetermined number of clusters and can detect outlier points well. Therefore, DBSCAN is suitable for 

application to irregular real data.   [4]    [5]  

This study aims to apply the DBSCAN algorithm to the iris flower dataset by using Google Colab as a 

programming platform. Using this approach, this study analyzes the results of grouping and identifies data 

points that are classified as outliers. The expected results of this study not only provide a deeper understanding 

of the data structure of iris flowers, but also show how the DBSCAN algorithm can be used for more 

comprehensive and complex data analysis, as well as useful in the fields of ecology and biology.  

 

 

METHOD 

2.1. Data Collection 

The data used in this study was obtained from the UCI Machine Learning Repository in the form of Iris 

Dataset. This dataset contains information on three species of flowers, namely Setosa, Versicolor, and 

Virginica, which are widely used as standards in classification and grouping studies. This dataset consists of 

150 samples with a total of 5 attributes, namely Sepal Length (sepal length), Sepal Width (sepal width), Petal 

Length (petal length), Petal Width (petal width), and Species that indicate the type of species as a label.   [6]  

This dataset was analyzed using the Density-Based Spatial Clustering of Applications with Noise 

(DBSCAN) algorithm, which is highly effective in handling spatial data due to its ability to manage irregular 

data as well as detect irrelevant or noise-containing data. This DBSCAN method allows grouping without 

specifying the number of clusters at the beginning, making it suitable for detecting the distribution patterns of 

three species in a dataset.   [7]  

 

2.2. DBSCAN Clustering 

DBSCAN is a grouping algorithm capable of identifying high-density areas to form clusters. Clusters 

in this algorithm are defined as regions that have a dense or high-density concentration of samples, which are 

then distinguished from regions with low density (noise). The DBSCAN algorithm is a non-parametric 

algorithm in unsupervised learning, which means it does not rely on certain assumptions when grouping data. 

In principle, DBSCAN is able to form clusters in a flexible or unlimited form and effectively handle noise or 

outliers in the cluster. The algorithm identifies high-density areas as clusters using two main parameters that 

need to be carefully defined. Those parameters are the boundary radius, denoted as ε, and the minimum number 

of objects, denoted by MinObj, which are needed to determine whether an area belongs to a cluster.   [8]    [9]  

 

2.3. DBSCAN Clustering Stages 

In this study, the application of DBSCAN Clustering is carried out through several main stages that aim 

to obtain optimal data clusters. This stage includes data frame exploration, data preprocessing, normalization, 

model turning, model building and visualization model. 

2.3.1. Exploring Data Frames 

This stage includes an initial exploration of the structure and distribution of data on the Iris dataset. Data 

exploration is done by understanding variable distributions and early outlier detection, which is important in 

identifying data characteristics before the clustering process. In-depth exploration of the data can help 

understand the initial patterns that may emerge and provide insight into the potential cluster shapes that the 

DBSCAN algorithm will form. 

2.3.2. Data Preprocessing: Normalization 

This stage is the process of filtering the data before processing to obtain uniform attributes, so that 

unrepresentative data can be eliminated. Since each attribute has a different range of values, pre-processing is 

done in the form of normalization, which ensures all data on each attribute is in the same range before testing. 

In addition, the preprocess also removes incomplete data and organizes the data in a format appropriate for 

spatial analysis, adapting it to the needs of the analysis using multiple variables.   [10]    [11]  
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2.3.3. Model Turning 

The main parameters of DBSCAN are the limit radius (ε) and the minimum number of objects (MinObj), 

which need to be carefully determined as these parameters affect DBSCAN's sensitivity in forming clusters 

and detecting noise. The ε value can be determined using the k-distance graph method, while the MinObj value 

is usually determined based on the dimensions of the dataset. Precise parameter determination will allow 

DBSCAN to optimally segment data without ignoring relevant noise. 

2.3.4. Model Building 

Once the parameters are defined, the DBSCAN algorithm is applied to the Iris dataset to form clusters 

based on the data density. At this stage, DBSCAN will identify the data point as a core point, border point, or 

noise based on the predefined parameters. The result of this process is the formation of clusters and the 

identification of points that are considered noise. 

2.3.5. Model Visualization 

Model visualization is carried out to display the results of the grouping that has been formed by 

DBSCAN. In this visualization, the resulting cluster and noise data can be seen clearly, providing an overview 

of the distribution of the clusters formed as well as the existence of data points that are considered noise. Cluster 

visualization is usually done using scatter plots or 3D plots to display the relationships between variables in 

the data. This visualization helps in evaluating the results and effectiveness of DBSCAN in forming 

representative clusters. 

 

 

RESULTS AND DISCUSSION 

This study was conducted to identify and analyze different or outlier data from groups of Iris flower 

species using the DBSCAN grouping method. To identify Iris flowers such as Iris setosa, Iris versicolor, and 

Iris virginica, we need to mark data that are different from the others (outliers). These outliers suggest that 

some specimens may have unusual characteristics compared to other specimens, either due to environmental 

influences, genetic variation, or measurement errors. Here are the steps in data processing. 

3.1. Exploratory Data Frame 

Data is processed using Google Colab. Data from Uci Mechine Learning was first analyzed by entering 

data into the system to display a summary of existing data. The Exploratory Data Frame is shown in figure 1. 

  

 
Figure 1. Exploratory Data Frame 

 

3.2. Data Pre-Processing: Normalizaton 

Data pre-processing is the step to transform raw data into easy-to-understand data. Normalization is the 

process of making data have a value of zero and a standard deviation of one. Figure 2 shows that the use of the 

'StandardScaler' code is used to standardize the data in the Data Frame. 

  

 
Figure 2. Data Pre-processing: Normalization 
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3.3. Model Turning 

The Turning model is a DBSCAN model which is an important step because DBSCAN works based on 

the grouping of data points based on the surrounding density. DBSCAN groups data in a different way than 

other commonly used methods. DBSCAN focuses on the number of data points in a given range that is 

sufficient to form a cluster, as opposed to methods that use geometric division. In this process, DBSCAN uses 

two main parameters, namely eps (epsilon or radius) and min_samples (the minimum number of dots in the 

radius that are considered the nucleus of the cluster). These two parameters have a direct effect on the final 

result of the grouping process. They determine how well the model can identify tight-knit groups and ignore 

data that is perceived as anomalies or noise. This is a complete explanation of the benefits of specifying each 

of these parameters in DBSCAN. 

  

 
Figure 3. Turning Model 

 

3.4. Model Building 

The Bulidilng model involves a different approach than traditional grouping techniques. DBSCAN is 

designed to search for groups based on the density of data points in space. In other words, the model does not 

calculate data based on average distances or mathematical equations, but rather based on density around a 

specific point. When developing the model using DBSCAN, the authors need to pay attention to two main 

parameters. The first is eps (epsilon) which specifies the maximum distance to connect data points. The second 

is min_samples that indicates the minimum number of points within a given radius for a single point to be 

considered part of a cluster. By using the DBSCAN method in model building, we can perform more accurate 

data grouping for complex data such as geospatial data, collection points in medical images, and object 

classification based on density. This process ensures that the model not only generates meaningful clusters but 

also identifies data that does not fit into the usual patterns, thus providing a more complete and detailed analysis 

of the data. 

  

 
Figure 4. Model Building 

 

3.5. Model Visualization 

This visualization model displays the outlier numbers in the Iris data. Based on the visualization of 

cluster segmentation, the object points are grouped into three clusters: cluster -1 (blue), cluster 0 (orange), and 

cluster 1 (green) and the dot shapes show the respective species of data A black circle, a black square for 

versicolor and a black rhombus shape for virginica. The blue dot is the data that is considered an outlier by the 

algorithm. In the DBSCAN method used in this visualization, groups are formed based on data density. The 

DBSCAN method identifies groups based on the distance between the data from each other that is less than a 

certain value (epsilon) and the minimum number of data points within that distance. This visualization shows 

that the DBSCAN method can group data by density and detect points that do not belong to the main group (in 

blue), referred to as outliers. 
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Figure 5. Model Visualization 

 

3.6. Results and Evaluation 

The results of the grouping showed that the data was divided into three groups, namely groups -1, 0, 

and 1. Based on the amount of data available, cluster 1 has 71 data, cluster 0 has 45 data, and cluster -1 which 

is considered an outlier has 34 data. These groups can be further identified based on the species of flowers in 

the Iris dataset. 

The details of the clusters by flower species are as follows: 

a. Cluster -1 consists of 5 setosa data, 11 versicolor data, and 18 virginica data. 

b. Cluster 0 is entirely composed of setosa species with a total of 45 data. 

c. Cluster 1 consists of 39 versicolor data and 32 virginica data. 

 

From these results, it can be concluded that the DBSCAN method successfully separates several groups 

based on flower species. Setosa species are well classified into a single group (cluster 0), while the species 

versicolor and virginica form separate groups (cluster 1). Some data from these three species were identified 

as outliers (group -1). This suggests that DBSCAN can identify dense data groups and find outliers that do not 

belong to the main group. 

  

 
Figure 6. Results and Evaluation 

 

 

CONCLUSION 

This study successfully showed that the DBSCAN method is effective in grouping iris flower species 

data based on density and detecting different data points (outliers). The grouping results divided the data into 

three main clusters, where cluster 0 consisted entirely of Setosa species, while cluster 1 included Versicolor 

and Virginica species. The -1 cluster represents data identified as outliers, indicating some specimens with 

unusual characteristics compared to others. The DBSCAN application has been shown to be able to separate 

species based on similarity in traits and detect data that differ from common patterns, making it a powerful 

method for complex and irregular data analysis. 

 

Suggestion 

For further research, it is recommended to apply the DBSCAN algorithm to larger or more complex 

datasets to test its effectiveness in detecting outliers in high-dimensional data. In addition, comparisons with 

other grouping methods can provide deeper insight into the accuracy and advantages of DBSCAN in species 

classification and outlier detection, thus providing more comprehensive results. 
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